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Summary. Inertial actuators are active devices used, with velocity feedback controllers, to reduce structural vibrations. Physical limits, 

such as stroke saturation, can affect the behaviour and the stability of the control system. In particular, limit cycle oscillations are observed. 

In this paper, we propose a nonlinear control strategy to prevent the destabilisation of the velocity feedback loop due to stroke saturation. 

A time domain model of the stroke limited inertial actuator mounted on a single degree of freedom structure is derived. The stability of 

the nonlinear system under a velocity feedback control with fixed gain is investigated using the describing function method for the 

detection of limit cycles. The outcomes are also verified by time domain simulations. The presented nonlinear controller increases the 

stability region of the system compared to only the velocity feedback controller. 

 
Introduction 

 

Extensive research has shown the importance of active devices to control vibrations of lightweight and flexible 

structures [1-7]. The use of electromagnetic inertial, or proof mass, actuators as active forcing devices in velocity 

feedback controllers has also been well documented [2, 5, 7-13]. A velocity feedback controller consists of an 

electromagnetic actuator attached to a structure, a collocated sensor of vibration (usually an accelerometer) and a 

controller, which feeds back the velocity of the structure to the actuator. In fact, velocity feedback controllers are 

capable to add a certain quantity of viscous damping into the structure reducing its level of vibration in particular in the 

region of its resonances. An inertial actuator consists of a magnetic proof mass, an electrical winding and a suspension, 

which connects the proof mass to a casing. The way an inertial actuator operates is using an input current to generate 

the control force on the structure and reacting against the proof mass, which starts to accelerate [7]. The main concern 

using inertial actuators in a velocity feedback loop is that they are only conditionally stable [14], hence there exists a 

maximum feedback gain, over which the system becomes unstable. [8, 15-25]. Most studies in this area have not dealt 

with nonlinear models of actuators, limiting them to work in restricted operating conditions. The most important 

nonlinearity encountered by the authors that can affect the dynamic behaviour of an inertial actuator is a saturation 

phenomenon of the force that can be delivered. The limitation of the force generated by the actuator can be due to a 

saturation of the power electronics. Also, it can be due to the finite stroke length between the end stops within the 

actuator casing, for a certain value of the proof mass. Figure 1(a) shows a simple model of a proof mass actuator blocked 

at the base, which can be used to demonstrate the limitation of the linear analysis. According to Newton’s second law, 

the equation of motion of the proof mass can be written as, 

 𝑚𝑝�̈�𝑝 + 𝑐𝑝�̇�𝑝 + 𝑘𝑝𝑥𝑝 = (𝐵𝑙)𝑖𝑎 (1) 

where 𝑚𝑝 is the proof mass of the inertial actuator, 𝑐𝑝 and 𝑘𝑝 are the linear damping and stiffness associated with the 

proof mass suspension, respectively. The variable 𝑖𝑎 denotes the current flowing through the coil, 𝐵 is the magnetic 

field generated by the permanent magnet and 𝑙 is the length of the winding exposed to the magnetic flux density 𝐵. The 

displacement of the proof mass with respect to its equilibrium position is named 𝑥𝑝. The force acting on the ground, 

namely blocked force 𝑓𝑏, provided by the inertial actuator results in, 

 𝑓𝑏 = 𝑘𝑝𝑥𝑝 + 𝑐𝑝�̇�𝑝 − (𝐵𝑙)𝑖𝑎 (2) 

according to the sign convention of Figure 1(a). Combining equations (1) and (2), the blocked force can also be written 

as, 

 𝑓𝑏 = −𝑚𝑝�̈�𝑝 (3) 

Applying Laplace transform to both equations (2) and (3) and considering harmonic motion (𝑠 = 𝑗𝜔), after a few 

mathematical manipulations, the maximum blocked force that the actuator can deliver 𝐹𝑏,𝑚𝑎𝑥(𝑗𝜔), as described by the 

linear analysis, is given by 

 

𝐹𝑏,𝑚𝑎𝑥(𝑗𝜔) = {
𝐹𝑏,𝑚𝑎𝑥1(𝑗𝜔) =  𝐹𝑎,𝑚𝑎𝑥(𝑗𝜔) (

(𝜔 𝜔𝑝⁄ )
2

−(𝜔 𝜔𝑝⁄ )
2

+ 2𝑗𝜁𝑝(𝜔 𝜔𝑝⁄ ) + 1
)

𝐹𝑏,𝑚𝑎𝑥2(𝑗𝜔) = 𝑚𝑝𝜔2𝑥0

 (4) 

where 𝐹𝑏,𝑚𝑎𝑥1(𝑗𝜔) and 𝐹𝑏,𝑚𝑎𝑥2(𝑗𝜔) represent the force saturation due to the power electronic saturation and the stroke 

saturation respectively. Also, the natural frequency of the inertial actuator is defined as 𝜔𝑝 = √𝑘𝑝 𝑚𝑝⁄ , and the damping 

ratio as 𝜁𝑝 = 𝑐𝑝 (2𝑚𝑝𝜔𝑝)⁄ . The power electronic saturation gives a limitation on the electromechanical conversion, 

which is given by the maximum actuation force 𝐹𝑎,𝑚𝑎𝑥(𝑗𝜔) as, 
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 𝐹𝑎,𝑚𝑎𝑥(𝑗𝜔) = (𝐵𝑙)𝐼𝑎,𝑚𝑎𝑥(𝑗𝜔) (5) 

where 𝐼𝑎,𝑚𝑎𝑥(𝑗𝜔) is the maximum input current to the actuator coil. The stroke saturation gives a limitation on the 

maximum displacement achievable for the proof mass. This is given by, 

 𝑋𝑝,𝑚𝑎𝑥(𝑗𝜔) = 𝑥0 (6) 

where 𝑥0 is half of the stroke length. The results of this analysis are shown in Figure 1(b) for a Micromega Dynamics 

IA-01 inertial actuator, whose parameters are given in [26]. The dotted and dash-dotted blue lines in Figure 1(b) show 

in a logarithmic scale the spectrum of the actuation force 𝐹𝑎,𝑚𝑎𝑥(𝑗𝜔) and the blocked force 𝐹𝑏,𝑚𝑎𝑥1(𝑗𝜔), when the 

actuator is driven by maximum current. The dashed red line shows instead the spectrum of the blocked force 

𝐹𝑏,𝑚𝑎𝑥2(𝑗𝜔), when the actuator is driven at the maximum stroke of the proof mass. 
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(a)  (b) 

Figure 1. (a) Schematic of the mechanical model for the grounded proof mass actuator; (b) Limitation of the linear analysis for a 

proof mass actuator. Dotted and dash-dotted blue lines represent the limitation on the maximum force due to saturation of the 

power electronics; red dashed line displays the limitation due to the maximum stroke available; black solid line is the combination 

of the two previous constraints and gives a limit on the region of linear operation of the inertial actuator (cyan area). 

A combination of these two limitations results in a region of linear operation for the inertial actuator, which is delimited 

upwards by the black solid line. The upper limit for the input current, whose dynamics are flat over the frequency range, 

is indeed a limitation on the temperature and heating of the actuator. As it is well described in [15, 16], an increase in 

the input power to the actuator’s coil would produce a temperature rise of its components. The maximum current is 

given by the maximum temperature rise, which does not lead to demagnetisation of the proof mass caused by passing 

the Curie temperature (for most of permanent magnets is about 80 °C), when the atoms of the material deviate from the 

magnetic alignment. An ultimate limit is then given by the melting temperature of the wire insulation, which is about 

150 °C for common materials [16]. The force limit due to stroke saturation shown in Figure 1(b) appears to be an 

effective limit at low frequencies, instead. The plot of Figure 1(b) can thus be divided in two regions: below the 

saturation cut off frequency 𝜔𝑠, where the limitation of the blocked force is given by stroke saturation; and above the 

saturation cut off frequency, where the limit is given by the power electronics. In this paper, we focus our attention onto 

the nonlinearity due to the stroke limits. The displacement saturation phenomenon in inertial actuators has been 

investigated in [8, 17, 23, 24, 27-29]. Indeed the implication of stroke saturation is not the only limitation on the amount 

of force available from the actuator. If the proof mass is driven against its end stops, hence saturating in the 

displacement, large shocks are imparted to the actuator casing and to the structure, and damage may result. Moreover, 

this phenomenon is undesirable in terms of the stability of the closed loop control system, because it can reduce the 

stability margin of the velocity feedback loop, and in fact, enhance the level of vibration [17]. It has also been observed 

experimentally that this problem affects systems with multiple actuators and local velocity controllers [14]. In this case, 

the instability in one loop leads to instability in all the other loops [14]. Hence, the dynamic behaviour of inertial 

actuators is not always well described by a linear mathematical model [8, 15-25]. 

This paper analyses the impact of a previously identified nonlinear model of an inertial actuator [25] on the stability of 

the velocity feedback control loop, and proposes a nonlinear feedback controller, which is able to increase the safe 

operating region of the actuator. Firstly, the nonlinear behaviour of the inertial actuator is investigated. Secondly, a 

mathematical model of the nonlinear proof mass actuator attached to a single degree of freedom structure is derived. 

Then, the stability of the nonlinear system is analysed using the describing function method for the detection of limit 

cycles. Also, time domain simulations are carried out under different scenarios. Finally, a nonlinear feedback control 

law is presented, aiming to prevent the instability of the system caused by stroke saturation. 
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System model 
 

In order to understand the dynamic behaviour of an inertial actuator accounting for stroke saturation, a lumped 

parameter model is considered, as shown in Figure 2(a), where the actuator is mounted on a rigid structure. The 

dynamics of the proof mass actuator can be defined as a single degree of freedom (SDoF) oscillator plus a force 

generator acting between the inertial mass and the actuator casing. The equation of motion is given by, 

 𝑚𝑝�̈�𝑝 + 𝑐𝑝�̇�𝑝 + 𝑓𝑅𝐹(𝑥𝑝) = (𝐵𝑙)𝑖𝑎 (7) 

where 𝑓𝑅𝐹(𝑥𝑝) represents the nonlinear restoring force of the system, since the stiffness varies depending on the value 

of the displacement 𝑥𝑝. The impact, or end stop, stiffness is given by the parameter 𝑘𝑐. All these parameters were 

identified in a previous experimental work [25]. In this study, the stroke saturation phenomenon has been modelled as 

an elastic collision between the proof mass and the actuator casing in both directions, assuming an equilibrium position 

of the proof mass centred within the two end stops. In this way, the model can be seen as a linear SDoF system for 

displacements lower than the stroke length, and as a nonlinear system with a hardening stiffness, when stroke saturation 

occurs. Considering the model of Figure 2(a), the overall stiffness for displacements exceeding the stroke length is 

𝑘𝑠𝑎𝑡 = 𝑘𝑐 + 𝑘𝑝. In general, the restoring force for such a model can be written as, 

 

𝑓𝑅𝐹(𝑥𝑝) = {

𝑘𝑠𝑎𝑡(𝑥𝑝 − 𝑥0) + 𝑘𝑝𝑥0 𝑥𝑝 > 𝑥0

𝑘𝑝𝑥𝑝 |𝑥𝑝| ≤ 𝑥0

𝑘𝑠𝑎𝑡(𝑥𝑝 + 𝑥0) − 𝑘𝑝𝑥0 𝑥𝑝 < 𝑥0

 (8) 

Equation (8) is also represented in Figure 2(b) for two values of the impact stiffness 𝑘𝑐. Hence, the nonlinearity has been 

modelled as a symmetric piecewise linear stiffness with a hardening behaviour. It should be noted that if the impact 

stiffness 𝑘𝑐 = 0, the system becomes linear. 
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(a)  (b) 

Figure 2. (a) A lumped parameter model of an inertial actuator with stroke limits; (b) Restoring force plot for the linear actuator 

(dotted blue line) and the nonlinear actuator (solid black line). 

A comparison between the nonlinear actuator with its underlying linear model can be done in frequency domain, using 

the harmonic balance method (HBM) in order to find the periodic solutions of equation (7). The method is explained 

in detail by Detroux et al. in [30]. Nowadays, HBM has developed to approximate the periodic solution with several 

harmonics. However, HBM was initially introduced to linearise a nonlinear system with a single harmonic 

approximation [31]. Hence, the aim of this method is to assume that the response of the nonlinear system to a harmonic 

excitation is harmonic and at the same frequency of the excitation. The equation of motion (7) is linearised and in 

particular the restoring force equation (8) is written as, 

 𝑓𝑅𝐹(𝑥𝑝) ≃ 𝐾𝑒𝑞(𝜔, 𝑋𝑝)𝑥𝑝 (9) 

where 𝐾𝑒𝑞(𝜔, 𝑋𝑝) is an equivalent stiffness for a given operating condition. With this approximation a first-order 

frequency response function (FRF) for the linearised system between the input phase-shifted excitation (𝐵𝑙)𝑖𝑎(𝑡) =
(𝐵𝑙)𝑖𝑎 sin(𝜔𝑡 − 𝜙) and the trial solution 𝑥𝑝(𝑡) = 𝑋𝑝 sin(𝜔𝑡) can be obtained, 

 𝑋𝑝(𝑗𝜔)

(𝐵𝑙)𝐼𝑎(𝑗𝜔)
= Λ(𝜔, 𝑋𝑝) =

1

𝐾𝑒𝑞(𝜔, 𝑋𝑝) + 𝑗𝜔𝑐𝑝 − 𝑚𝑝𝜔2
 (10) 
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where Λ(𝜔, 𝑋𝑝) denotes the first-order FRF of the nonlinear system, which is also amplitude dependent. Harmonic 

balance is applied by expanding a Fourier series for equation (8) and imposing the solution 𝑥𝑝 = 𝑋𝑝 sin(𝜔𝑡). The 

mathematical derivation of this problem has been addressed in [25] and the final solution for 𝐾𝑒𝑞(𝜔, 𝑋𝑝) becomes, 

 
𝐾𝑒𝑞(𝑋𝑝) = 𝑘𝑝 +

(𝑘𝑠𝑎𝑡 − 𝑘𝑝)

𝜋
[𝜋 − 2 arcsin (

𝑥0

𝑋𝑝

) − 2
𝑥0

𝑋𝑝
2

√𝑋𝑝
2 − 𝑥0

2] (11) 

which is also called the describing function (DF) for the nonlinear stiffness, and it depends on the amplitude of the 

response 𝑋𝑝. The change of the resonance frequency of the nonlinear system with 𝑋𝑝, with respect to the natural 

frequency of the underlying linear system, can be obtained from equation (11). The non-dimensional parameter 𝛽 is 

considered as, 

 
𝛽2 =

𝜔𝑟𝑒𝑠,𝑁𝐿
2

𝜔𝑝
2

=
𝐾𝑒𝑞(𝑋𝑝)

𝑘𝑝

 (12) 

where 𝜔𝑟𝑒𝑠,𝑁𝐿 is the resonance frequency of the nonlinear system. An easy interpretation can be established by means 

of equation (12), which is plotted in Figure 3 for two values of the impact stiffness 𝑘𝑐. 

 
Figure 3. Variation in normalised resonance frequency with excitation level for systems with restoring force as in Figure 2(b). 

Indeed, as the response amplitude increases until it reaches the end stop of the inertial actuator, the system is linear with 

stiffness 𝑘𝑝 and 𝛽 = 1. If |𝑋𝑝| is higher than 𝑥0, then a hardened stiffness is encountered and 𝛽 increases with |𝑋𝑝|. To 

better understand the nonlinear behaviour of the stroke limited inertial actuator, the computation of higher order 

nonlinear frequency response curves is required, since the nonsmooth nonlinearity activates higher harmonics. 

Simulation analysis involving the computation of periodic solutions, which considers higher harmonics is performed 

using the NI2D® software. The mathematical derivation of the HBM considering higher order periodic solutions can 

be found in [30, 32]. Figure 4 shows a comparison between the nonlinear frequency response curve (NFRC) obtained 

computing the periodic solutions up to the 15𝑡ℎ harmonic for the nonlinear model of the inertial actuator and the FRF 

of the underlying linear system, for a frequency range from 2 Hz to 30 Hz and an amplitude excitation of 0.14 N, 

corresponding to a current 𝑖𝑎 = 0.0875 𝐴. It can be observed that the resonance frequency is higher in the nonlinear 

system than in the underlying linear, as predicted by equation (12) and shown in Figure 3. This is due to the hardening 

behaviour of the nonlinearity. However, the amplitude of the resonance peak for the nonlinear system is lower than the 

peak of the underlying linear system. In fact, the nonlinear system is constrained within the stroke limits, which do not 

permit the proof mass to move any further. This results in the NFRC becoming particularly skewed towards higher 

frequency with respect to the linear FRF. Figure 5 shows the lumped parameter model of the SDoF structure connected 

to a nonlinear inertial actuator. The SDoF, also referred to single-input single-output (SISO) system, would represent 

the first resonance of a real structure. The proof mass 𝑚𝑝 is coupled to the structural mass 𝑚𝑠 via the actuator suspension 

parameters 𝒦(𝑥𝑟) and 𝑐𝑝. Stroke saturation dynamics is, therefore, represented by a piecewise linear stiffness 𝒦(𝑥𝑟), 

which is shown by the black solid line of Figure 2(b), where the variable 𝑥𝑝 is replaced by 𝑥𝑟 . The structural mass is 

connected to the ground via the stiffness and damping parameters 𝑘𝑠 and 𝑐𝑠, respectively. The absolute displacement 

of the structure is denoted as 𝑥𝑠. Hence, the relative displacement is defined as, 

 𝑥𝑟 = 𝑥𝑝 − 𝑥𝑠 (13) 
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The structure is subject to the external, or primary, force 𝑓𝑒, and the control, or secondary, force due to the actuator 

transducer (𝐵𝑙)𝑖𝑎. 𝐿 and 𝑅 are the inductance and resistance associated with the actuator’s coil, respectively. The current 

in the actuator coil and the voltage at its terminals are defined as 𝑖𝑎 and 𝑒𝑎, respectively. 

 

Figure 4. Comparison between linear and nonlinear FRFs. Solid black line represents the nonlinear frequency response curve 

(NFRC); green circles display the bifurcation points (BP); dotted blue line shows the FRF of the underlying linear system. 

The structure’s velocity signal �̇�𝑠 is multiplied by a fixed gain ℎ𝑠 and fed back to the actuator input current 𝑖𝑎. This 

forms the linear velocity feedback control loop (VFC). Alongside the VFC, a nonlinear feedback controller (NLFC) 

has been added, which is defined as a nonlinear function of the relative displacement and velocity 𝜓(𝑥𝑟 , �̇�𝑟) and can be 

activated or deactivated using a switching device. Hence, the simulation results with and without the NLFC can be 

compared. The dynamics of the system described above can be expressed in a state space form as follow, 

 
{
�̇� = 𝐀(𝐲)𝐲 + 𝐁𝑒𝑓𝑒 − 𝐁𝑎(𝐵𝑙)𝑖𝑎

𝑧 = 𝐂𝐲
 (14) 

where 𝐲 is the state vector comprising the displacements and velocities of the structural and proof masses. 𝐀(𝐲) is the 

system matrix, which includes the nonlinear model of the stiffness. 
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Figure 5. A lumped parameter model of the nonlinear actuator, structure, velocity feedback controller (VFC) and nonlinear 

feedback controller (NLFC). 
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𝐁𝑒 and 𝐁𝑎 are the input matrices for the external and control forces, respectively. For the VFC loop, the output of the 

system 𝑧 is defined as 𝑧 = �̇�𝑠. Hence, for a fixed gain of the VFC, the input current to the actuator coil becomes, 

 𝑖𝑎 = ℎ𝑠𝑧 (15) 

If the NLFC loop is also implemented, the output of the system becomes a vector defined as 𝐳 = {�̇�𝑠 �̇�𝑟}𝑇. The time 

series data are simulated using Simulink® ODE4 solver with fixed time-step sampled at 20 kHz. The parameters used 

in the simulations for the system shown in Figure 5 are reported in Table 1. 

Table 1. Table of model parameters. 

Property 
𝑚𝑠 

[kg] 

𝑘𝑠 

[N/m] 

𝑐𝑠 

[Ns/m] 

𝑚𝑝 

[kg] 

𝑘𝑝 

[N/m] 

𝑐𝑝 

[Ns/m] 

𝐵𝑙 
[N/A] 

𝑘𝑠𝑎𝑡 

[N/m] 

𝑥0 

[mm] 

𝜔𝑝 

[Hz] 

𝜔𝑠 

[Hz] 

Value 0.05 5000 0.32 0.032 100 1.4 1.6 102𝑘𝑝 1.25 8.9 50.3 

 

Stability analysis 

 

The stability of nonlinear systems can be evaluated using the describing function method [33, 34]. The nonlinear system 

can be represented using a feedback connection with the nonlinear element, as shown in Figure 6. As mentioned in the 

previous section, 𝐾𝑒𝑞(𝑋𝑟) represents the DF of the nonlinear element, which is given by equation (11). 𝐺(𝑗𝜔) instead 

comprises the remaining linear dynamics of the system, including the velocity feedback control with a constant gain 

ℎ𝑠. Solving the system displayed in Figure 6 for the output variable 𝑥𝑟  gives the following equation, 

 𝐺(𝑗𝜔)𝐾𝑒𝑞(𝑋𝑟) + 1 = 0 (16) 

which can be rewritten as, 

 
𝐺(𝑗𝜔) = −

1

𝐾𝑒𝑞(𝑋𝑟)
 (17) 

Figure 7 shows the polar plot of 𝐺(𝑗𝜔) for different feedback gain ℎ𝑠 and the locus of the DF term. Being the 

nonlinearity an odd function, its DF takes only real values, hence − 1 𝐾𝑒𝑞(𝑋𝑟)⁄  lies on the negative real axis. It should 

be noted that this term starts from − 1 𝑘𝑝⁄  for |𝑋𝑟| < 𝑥0, then it goes towards the origin as |𝑋𝑟| increases. 
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Figure 6. Block diagram in which the nonlinearity is represented as a feedback connection. 

The intersection between the polar plot with the negative inverse of the describing function in Figure 7, hence the 

solution of equation (17), gives the condition for the existence of limit cycles in the nonlinear system [33, 34]. The 

amplitude of the limit cycle is given by the value of 𝑋𝑟 corresponding to the negative inverse of the DF at the point of 

intersection. Similarly, the frequency of the limit cycle 𝜔𝑙𝑐  corresponds to the value of the frequency of the polar plot 

at the point of the intersection [33, 34]. This procedure only gives a prediction of the existence of limit cycle, and due 

to its approximation nature, the results should be confirmed by time domain simulations. Figure 7 shows that higher 

control gains ℎ𝑠 cause the polar plot to intersect the negative inverse of the describing function at lower values. A 

simulation study has been carried out to understand how the feedback gain ℎ𝑠 affects the points of intersection. The 

result is shown in Figure 8(a) in terms of the amplitude of the limit cycle, which is the maximum relative displacement 

reached by the proof mass. For low values of ℎ𝑠, a bigger relative displacement is needed to ‘activate’ the limit cycle 

than the one needed for higher values. However, for high values of the feedback gain, the curve is almost flat and it is 

settled at around 1.27 mm. Figure 8(b) shows the frequency of the limit cycle oscillations versus the velocity feedback 

gain. The frequency of the limit cycle increases as the feedback gain increases, but also in this case for high values of 

ℎ𝑠 the curve is almost flat at around 39.3 Hz. These results can be verified in time domain by analysing the impulse 

response of the system for increasing gains. Figure 9(a) shows the time series of the proof mass, structure and relative 

displacements, respectively, due to an impulse at time 0 with a magnitude of 10 N. The black solid line shows the 

response of the system without control. As the feedback gain is increased to 15 (blue dotted line), the response of the 

system to the same impulse shows that the vibration of the structural mass is significantly reduced, while the vibration 

of the proof mass is increased. However, the proof mass does not collide with the end stops. A further increase of the 
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feedback gain to the value of 18 (magenta dash-dotted line) causes the relative displacement to overshoot the allowed 

stroke length, hence an impulse like excitation is imparted to the structure. However, after two impacts this behaviour 

decays away. 

 

Figure 7. Polar plot of the FRF of the underlying linear system and  the negative inverse DF for the detection of limit cycles. 

 

 

 

 
(a)  (b) 

Figure 8. (a) Amplitude of the limit cycles for several values of ℎ𝑠; (b) Frequency of the limit cycles for several values of ℎ𝑠. 

Applying a slightly bigger feedback gain ℎ𝑠 = 20 (green dotted line) results in an unstable system. It should be noted 

that the feedback gain that causes the nonlinear system to go unstable (ℎ𝑠,𝑚𝑎𝑥 = 20) is much lower than the one 

predicted with the linear analysis for the underlying linear model of the system (ℎ𝑠,𝑚𝑎𝑥 = 42), as reported in [17, 35]. 

As the control system becomes unstable, limit cycle oscillations are observed, as shown in Figure 9(b). In this figure, 

the phase portrait of the relative coordinate is displayed for the same simulation conditions of Figure 9(a). It can be 

seen that an increase in the feedback gain rises the possibility of collisions with the end stops. From the time simulation 

shown in Figure 9(a,b) the amplitude and frequency of the limit cycle oscillation can be derived. In fact, the maximum 

amplitude of the relative displacement results to be 1.29 mm, which is slightly higher than the one predicted by the DF 

analysis. The frequency of the limit cycle can be calculated from the time series of Figure 9(a) considering the zero 

crossing of the signal. It follows that the frequency of the limit cycle is 27.6 Hz, which is lower than the 39.3 predicted 

by the DF analysis. These discrepancies in the outcomes have to be attributed to the contribution of the higher harmonics 

in the response that the DF tool does not take into account. However, the frequency of the limit cycle associated with 

the instability of the VFC is higher than the frequency of the instability for the underlying linear system, which is about 

the natural frequency of the actuator. 
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(a)  (b) 

Figure 9. (a) Time series of the response of the system to an initial impulse for several values of ℎ𝑠; (b) phase portrait of the 

response of the system to an initial impulse for several values of ℎ𝑠; 

 

Nonlinear control results 

 

The study of the previous section motivates for the development of a nonlinear controller, whose aim is to prevent the 

destabilisation of the feedback loop due to stroke saturation. The nonlinear feedback controller acts as a second loop 

alongside the VFC, as shown in Figure 5. We introduce the nonlinear feedback control law as, 

 
𝜓(𝑥𝑟(𝑡), �̇�𝑟(𝑡)) =

𝑛𝑟�̇�𝑟(𝑡)

(𝑥0 − |𝑥𝑟(𝑡)|)2
 (18) 

where 𝑛𝑟 is the feedback gain of the nonlinear controller. Equation (18) increases the damping of the inertial actuator 

as the proof mass approaches the end stops. A graphical representation of the control action is shown in Figure 10. It 

can be seen that for low values of the displacement the added control action is almost zero. As the displacement 

approaches the stroke limits, the nonlinear controller increases the active damping of the actuator. In such a 

configuration, the input current to the actuator’s coil becomes, 

 
𝑖𝑎 = ℎ𝑠𝑥𝑠 −

𝑛𝑟�̇�𝑟

(𝑥0 − |𝑥𝑟|)2
 (19) 

Applying equation (19) can yield the current to take very large values with dangerous and impractical implications. 

Hence, a saturation limit on the maximum current has been set to ±1 𝐴. 

 

Figure 10. Control action of the proposed nonlinear controller. 
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Time simulation studies are carried out to asses the performance of the nonlinear controller. In particular a comparison 

with the simple velocity feedback control is made. Figure 11(a,b) shows the time histories and the phase portraits of 

the system with a feedback gain ℎ𝑠 = 20. In this scenario the system goes unstable if the NLFC is turned off. 

Implementing the NLFC described by equation (18) yields the proof mass to avoid the contact with the end stops, as 

the relative velocity goes to zero before the actuator saturates. Hence, the added NLFC loop increases the safe operating 

region of the inertial actuator. 

 

 

 

(a)  (b) 

Figure 11. Time history and phase portrait of the system (ℎ𝑠 = 20) with NLFC switched off and with NLFC switched on. (a) time 

histories; (b) phase portrait. 

 

Conclusions 

 

In this paper, a nonlinear feedback controller has been presented to avoid stroke saturation. Firstly, the mathematical model 

of the nonlinear inertial actuator has been derived, where the nonlinearity has been modelled by a piecewise linear stiffness. 

Simulation studies in frequency domain have been carried out using the harmonic balance method. It turned out that the 

nonlinear inertial actuator behaves significantly different compared to the underlying linear model. In particular, the 

resonance frequency of the inertial actuator increases as the amplitude of the excitation increases, due to the hardening 

nonlinearity. Secondly, the theoretical implementation of a stroke limited inertial actuator within a velocity feedback loop 

to control a single degree of freedom structure has been investigated. The stability for the nonlinear system operating in 

velocity feedback control has been analysed using both the describing function tool for the detection of limit cycles, and the 

time series and phase portrait analysis. It emerged that the maximum feedback gain that leads the nonlinear system to 

instability is consistently lower than the one predicted by the linear analysis, where the nonlinear element is neglected. This 

study is also confirmed by previous time simulation analysis [17]. The amplitude and frequency of the limit cycle oscillation 

have been calculated for both the frequency and time domain analysis. In particular, it has been shown that the frequency of 

the limit cycle associated with the instability of the VFC is higher than the frequency of the instability for the underlying 

linear system. This motivated the development of a nonlinear controller. A nonlinear feedback control law, which operates 

as a second loop alongside the classical velocity feedback, has been presented and analysed. Basically, the nonlinear 

controller increases the damping of the inertial actuator as the proof mass approaches the end stops, whereas it takes 

negligible values as the proof mass moves clear from the displacement constraints. Using time series and phase portrait 

analysis, it has been shown that the nonlinear feedback controller is able to increase the safe operating region of the actuator, 

without affecting the control performance. Hence, larger feedback gains can be used or larger impulse excitation can be 

withstood without leading the system to instability. Future work will be related on the experimental implementation of such 

nonlinear controller. 
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